**Теория игр и исследование операций**

**Кафедра ИО.   
ЭКЗАМЕНАЦИОННЫЕ ВОПРОСЫ ПО КУРСУ ТЕОРИЯ ИГР И ИССЛЕДОВАНИЕ ОПЕРАЦИЙ  
9-й семестр, 5-й курс, 3-й поток  
лектор доцент Фуругян М.Г.**

1. Доказать, что ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAQEAAAAfAQAAAADPPEUPAAAAAmJLR0QAAKqNIzIAAAAMY21QUEpDbXAwNzEyAAAAB09tt6UAAAG7SURBVDjLvdIxSyNBFADgVGpnwMYQcP+CdqKBvV9w9wskSgpLCxthlU1no6TUxtvCH2CRwiKEQSxSWEyRSsIykSDDFceLrDCOuzvvXjZ77oiCguAuOwNvPua9nTcl/OBplr5TRDjeSmkO8P+Aw+uYRrcQCUwCQG8utFA0iiJLkgUgX54IBlPxvHJ3ZI6884SpCi4q4z82QuexcV3RPlTMCjRLD8fh36SxW02YHOCZ0jiqnopRtTPQPh/gOom4G44MeJ3EkT0cRBqVFwrldXpPLu/hpZwIrTLRkkDC+FMRgXY45OI+ygSXEm8iDKbiRuqASzzJRPgnE1L2UUYIeZa+5ryPfCpuMxHJtpD0x7loa8nbglOl48Ufc/sz5dJ4U5VboMbzw+XmLH3l4RWUWwLsvigEALsldMBC2CJGcSFsoVDUmS1SZEFgixiZ636u+0+c+rZtBUcu4kNgCUPJzY4lIp9Sshdhfjqu+XVYf1nXtTVMfi/5xR41x8X6bFFiuldDs2+LrmFY91khPLqOB6klNlKBzBImTtF0Y7uOSg/ZoVOIZJXqWGi9vuvFDiTengcFfSuk3xMfnemXxT9lGYVqdsyerwAAAABJRU5ErkJggg==).
2. Доказать, что если функция K(x,y) непрерывна на X? Y (X, Y - компакты), то функция ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFcAAAAfAQAAAAC6uGzAAAAAAmJLR0QAAKqNIzIAAAAMY21QUEpDbXAwNzEyAAAAB09tt6UAAAC1SURBVCjPY/gPB/8YiGOf/9/M//7//z8Q9vP6+0DxOrCaZ//3g9m/DN/1P/2/J/3H8X0MH3vP5D/9b5//5/0+ht97371/8N9e/t/9eWD2k3r7/TD2s3r7+f/iIezn9vb+/+2h7Pl25+vt9zF8kHBgbmbf42Rfvw/qnv3/99fXQdn3/9fWwdz5/t+fP+hu/jgfwf65H8b+aSdbD2P/rZFDsGv/wfX++4vE/icDV/MPyfyfpIUhACqpKmO1E9lcAAAAAElFTkSuQmCC)непрерывна на X.
3. Для функции K(x,y) = 1 - (x - y)2, определенной на множествах X = Y = [0, 1], вычислить ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAASUAAAAfAQAAAACJiualAAAAAmJLR0QAAKqNIzIAAAAMY21QUEpDbXAwNzEyAAAAB09tt6UAAAHHSURBVDjLxdI/S8NAFADwSEE7iDhaBPsZioMOagTBUT+BVHFwdHBQUMzg4NJSxEHEPxn8AB2cJKaHdBBxKOIgUsIhIoeIpCVIUnP3nmdabRIdOgge5G54P+7enyjYwfKU/1IO1haEPPWvQCPYoVclMthW3PblaUcVHqGGKNovcuqGVWsdAAbqPfOQg9z6CSduCgek5FMyMD1+g9NjGX0P6vrjkKfU89YrX1wZ5IRV8UgqkPdB5iwPGcMke1wQp+Qpvmk9gr1u8DS7xKojRUXetWpauGqca1uca/7mmlQNN1AFZjdV8UuRCdzhgE315ASqwhheR9R5SdvnoDUCZT0HirFbZJ9q+ftFUz3kQuUQqPtAOeyUMjeiDPV4wx/n4Cm1gcnkRne/Upt3+wt2qxOQSCqbiWRXX+9QPSkgPEcXbTveVQQEIcLKR1qkPyatiTc/rAQSXf+hiO84nf85nmw2X4rnMyy3VEgBbZUfWSPyq34rmEmrMLudjZrdchGvHlj7rrG0itmeWNp3WxVkFyFlAsGsRmKKUHTpXVvNCYokrmypXqgRyit1iWQ7HVPlgsxrNFTjZ+viFUYn1VSgxZX+i+qk93+mPgBQbwo+KXT77wAAAABJRU5ErkJggg==).
4. Найти чистую оптимальную гарантирующую стратегию первого игрока в игре с платежной функцией K(x, y) = (x - y)2 - 0.5x2, -1 ? x, y ? 1.
5. Выписать платежную функцию для антагонистической игры типа ? дуэль? и найти чистые оптимальные гарантирующие стратегии игроков для случая, когда функции меткости p(x)=1 - x, q(y)= 1 - y.
6. Выписать платежную функцию для антагонистической ? игры с задержкой? и найти смешанные оптимальные гарантирующие стратегии игроков.
7. Понятие седловой точки. Необходимые и достаточные условия существования седловой точки в чистых стратегиях в агтагонистической игре.
8. Теорема Фон Неймана о существовании седловой точки у вогнуто- выпуклых функций.
9. Доказать, что функция K(x, y) = yln(x+2) + xy2, определенная на множествах X = Y = [0, 1], имеет седловую точку.
10. Необходимые условия для седловой точки у функции K(x, y), определенной на множествах ai ? xi ? bi, i = 1, ..., n, cj ? yj ? dj, j = 1, ..., m.
11. Найти седловую точку функции K(x, y) = 8(4xy2 -2x2 -y), определенной на множествах X = Y = [0, 1].
12. Сведение задачи поиска максимина к задаче максимизации.
13. Смешанные стратегии в матричных антагонистических играх. Существование седловой точки в смешанных стратегиях.
14. Свойства оптимальных смешанных стратегий в матричных антагонистических играх.
15. Доминирование строк и столбцов в матричных антагонистических играх.
16. Решение матричных антагонистических игр 2 ? m и n ? 2.
17. Найти решение в смешанных стратегиях антагонистической игры с платежной матрицей.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGUAAABhAQAAAADnllJ0AAAAAmJLR0QAAKqNIzIAAAAMY21QUEpDbXAwNzEyAAAAB09tt6UAAADsSURBVDjLzdQxCoMwFAZgt44eoINH8VhdBIcOHsOLFKS4t1cQOriITcmgkuhrjE18D4zVzQyRjx+SlxieB2i03j4NsUY5SU4Rt8oAxE8dyBAg74xAiS+KT5KLYoE72yEZANznTJd7fH3ULKwqNedWNeDzPajiNbW+MyOr0B0qo9hUpu8zJFUTDRlRitWn8oT0xFnr40yUOGuoONbr/vd2VUWMqI7we3lbjbWDVe8WOysNds2GiPkAPdlPEDU3rCI6xqvbroa8yIRI/SjIVuQTJUhFyEkmNqjTutj+ch13mLuN/jh6FhLtbmas6gvzhLkpyz0JiQAAAABJRU5ErkJggg==)
18. Найти решение в смешанных стратегиях антагонистической игры с платежной матрицей.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAH8AAAAxAQAAAADblEuiAAAAAmJLR0QAAKqNIzIAAAAMY21QUEpDbXAwNzEyAAAAB09tt6UAAADbSURBVDjLndLBDoIwDABQEg/c5BP8E/kojyRw9DP4EGOIPyAfwEETDx4wQsJhEmCzYx2WAtHYhGa89NCtddQ4pPMnyMj+1wbaoaBFKCE18F0eBupn1IPcrEMDBUAFh/iMoAByApWGTEO6XQAJ6cAhoNBBcig02NgAIiGge7pip54L4JsmMWZAJhxiBl3cumNIWcXLYxXNnVWICVQMbifeqZqD0je33VvA26qdBTuXgELevxp55Owr6LkIRcYQcNCngkK/MAi1HdRRhmNYWfhsZbiwhRwmi0viB3gDv5DTCYLmjGwAAAAASUVORK5CYII=)
19. Найти решение в смешанных стратегиях антагонистической игры с платежной матрицей.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFoAAAAxAQAAAABy4IM2AAAAAmJLR0QAAKqNIzIAAAAMY21QUEpDbXAwNzEyAAAAB09tt6UAAACsSURBVCjPldKxDsIgEAbgbo4+Uh+NwcHH4EEcrE/A7GJqOrCpCYmIFBAQ6F9CYmS45MtxycFd55YzdH/AkhD7L+aYoAnWB5mgAvYsIdzjGW+AeAbwFm6IC2LoAda1QBJ2Af66iI3WsEcEBRg6bxYwyLy2kNEcMnIFAZhO2IGr8fBhKs/2rZ8z7h6m1NTQCIV/cEWUGoPQACX9RxzyfEYCk4uNsta0Eaul+L1IH3CIJXofwGlOAAAAAElFTkSuQmCC)
20. Найти решение в смешанных стратегиях антагонистической игры с платежной матрицей.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJcAAABKAQAAAACeRPslAAAAAmJLR0QAAKqNIzIAAAAMY21QUEpDbXAwNzEyAAAAB09tt6UAAAFoSURBVDjL3dRBSsQwFAbgiguXc4QewQtIewSP4QFczEKY4spj9BgiIkU8wCxdCHZEsAthOlCwLWny/F9fmmZm6kIEEQNJm490+ua9NAHtNRN8x0ziUSvW+cs6axsMCn2G+xOxdp30ZmpYtBArYZWYMtYI9g6bj1axPeHmmGhD0balRE1izWC4RT9Fjz27wO+d4ZpZ0xgCea8zRS4+Z3XmrB7esUrcfxtj8ds/Ny4Zb4QHTJEXE8JiWIv5zY7xw3foBZHGsybjnBJPiB6tpZxTa9dSS512R9Vb4qxDLfUS6wqb+znXPQqaGdYV8Vi3PApUYddxHAdi9WClxNdbxbHAnsUUav56D2swvxRz++qv5P63jHNwRf0epyEHH8jV+Y7xZuBvi/hs8EyJaf+7VFxHXJzZdaFnjdSNlt73RtZQu9K3UmwVepaLufjWsv90Plr7guFQYqHFcOZ4zXxtk2fdhE2dk9vtR/YJpScScj9FTt4AAAAASUVORK5CYII=)
21. Итеративный метод Брауна решения матричных антагонистических игр.
22. Вычисление простых решений матричных антагонистических игр. Вполне смешанные игры.
23. Необходимые и достаточные условия для крайних оптимальных смешанных стратегий в матричной антагонистической игре.
24. Найти все крайние оптимальные смешанные стратегии в антагонистической игре с платежной матрицей ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHoAAAAxAQAAAAA9vYDmAAAAAmJLR0QAAKqNIzIAAAAMY21QUEpDbXAwNzEyAAAAB09tt6UAAADhSURBVDjLndKxDoIwEAZgNkeexzDwOD6AgyO+gY/Qh3Akpjox8gQmGAcnlYQYbIDiXbgj5YCQ2KRN+fJDDzivHY6z9yfYiC5t1EHdB0KCHJYGZkJgXlEHR0XwBjCwiRlagA9sAoIC4QmbdToHFparhJMLeOQebgsYKiosZig1FYYAySKjShOEEI/lMQVWS1ACGlWvhpCKxNcXieohEuUICgH3i6y0nQJ8sQNMzXCDZeMC/pMd/kkHLIB1E3YL32gRKgmlFg/NfXksJ4zhwrg/Mi69bxgeaq4LJYwad7nXXfgBF4nVHOs/+q0AAAAASUVORK5CYII=)
25. Доказать, что множества оптимальных смешанных стратегий игроков в матричной антагонистической игре являются выпуклыми многогранниками.
26. Связь между существованием решения задачи линейного программирования в стандартной форме и седловой точкой функции Лагранжа.
27. Сведение решения конечной антагонистической игры к задаче линейного программирования.
28. Оптимальные смешанные стратегии в бесконечных антагонистических грах. Существование седловой точки в смешанных стратегиях в играх с непрерывной платежной функцией.
29. Бескоалиционные игры. Необходимые и достаточные условия для ситуации равновесия.
30. Принцип уравнивания Ю.Б. Гермейера в задачах распределения ресурсов.
31. Модель Гросса ? Оборона - нападение? .
32. Найти , ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJEAAAAyAQAAAAB0KwTOAAAAAmJLR0QAAKqNIzIAAAAMY21QUEpDbXAwNzEyAAAAB09tt6UAAAFQSURBVDjLrdLBSsMwGAfwHnwMYfoUDi/6KiL4CiI64k0Pyq6CsL2D17JF3WEXQWRH2cIYuIOSOuqWliz5m7ZRkq6HIRYayo9/voSvX4CV5zz4J5uad3xRK1mM+JmW9iqkUdk00inJTN18Pu4Bi0PeN9bPLTnii6z67dOOJstBkeN8ZkyEXBi7Q2FJak1RvWtt8WtdXRd275c1yfSJzb1xUpgYoZHnkv2tDXOXcXC/LT7QmJZ7oE3eNSpXjDWEa71saSEClgSTwt6zZajYi9PT3EZpdO1Yz9YblnvPOtIxHexlpvBjkTm+1jGfV/XepTWBM9LsmpjzLwVCanqOtmMSr3QC8sA8C+kMxNs7xylNNPVy85GkSodejkNSqZhvrc1joQZounPFEEeQ/qwxCMZKZi5L2/HKTOY98E1XWOU8E1qRq6hXlTtYzzSprXeXP9o3qZ1iKOPySUwAAAAASUVORK5CYII=)где Wi> 0 (i = 1, ..., n).
33. Потоки в сетях. Алгоритм Форда-Фалкерсона нахождения максимального потока в сети.
34. Привести пример, когда алгоритм Форда-Фалкерсона не находит максимального потока.
35. Теорема о максимальном потоке и минимальном разрезе в сетях.
36. Алгоритм Карзанова нахождения максимального потока в сети.
37. С помощью алгоритма Форда-Фалкерсона найти максимальный поток из s в t в сети с дугами (s, 1), (s, 2), (s, 3), (1,2), (1, t), (2, 3), (2, t), (3, t), пропускные способности которых равны 2, 3, 1, 4, 3, 1, 2, 2 соответственно.
38. С помощью алгоритма Карзанова найти максимальный поток из s в t в сети с дугами (s, 1), (s, 2), (s, 3), (1,2), (1, t), (2, 3), (2, t), (3, t), пропускные способности которых равны 2, 3, 1, 4, 3, 1, 2, 2 соответственно.
39. Задача о потоке минимальной стоимости в сети. Алгоритм дефекта.
40. Сведение к задаче о потоке минимальной стоимости в сети транспортной задачи, задачи о назначениях, задачи о максимальном потоке, задач о кратчайшем и самом длинном путях, задачи составления графика выполнения заданий с жесткими директивными интервалами, задачи о паросочетаниях.
41. С помощью алгоритма дефекта найти поток минимальной стоимости в сети G=(V, A), V = {1, 2, 3, 4}, A = {(1,2), (1,3), (2,3), (2,4), (3,2), (3,4), (4,1)}. Параметры дуг (Lij, Uij, cij) следующие: (0,2,2), (0,4,5), (0,1,1), (0,4,3), 0,1,1), (1,2,6), (3,3,0).
42. Построение допустимого расписания с прерываниями для многопроцессорной системы при заданных длительностях работ и директивных интервалах.
43. Путем сведения задачи построения допустимого расписания к задаче о максимальном потоке в сети построить допустимое расписание (с прерываниями) выполнения трех заданий на двух одинаковых процессорах. Директивные интервалы и длительности заданий следующие: [b1, f1] = [0, 6], [b2, f2] = [0, 3], [b3, f3] = [1, 6], t1 = 5, t2 = 3, t3 = 4.
44. Алгоритм Коффмана построения допустимого расписания с прерываниями для однопроцессорной системы при заданных длительностях работ и директивных интервалах.
45. Теорема Кука.
46. Семь основных NP-полных задач. Доказательство NP-полноты задачи ? 3-выполнимость? .
47. Доказательство NP-полноты задач ? вершинное покрытие? и ? клика? .
48. Путем сведения к одной из семи основных NP-полных задач доказать NP-полноту задачи ? расписание для мультипроцессорной системы без прерываний? .
49. Путем сведения к одной из семи основных NP-полных задач доказать NP-полноту задачи ? уорядочение внутри интервалов? .
50. Путем сведения к одной из семи основных NP-полных задач доказать NP-полноту задачи ? упорядочение с минимальным запаздыванием? .
51. Путем сведения к одной из семи основных NP-полных задач доказать NP-полноту задачи ? Самый длинный путь. Заданы граф G = (V, E) и число K ? | V| . Имеется ли в G простой путь (т.е. путь, не проходящий дважды ни через одну вершину), состоящий не менее чем из K ребер?? .
52. Путем сведения к одной из семи основных NP-полных задач доказать NP-полноту задачи ? Упаковка множеств. Заданы семейство C конечных множеств и число K, K ? | C| . Верно ли, что в C имеется K непересекающихся множеств?? .
53. Путем сведения к одной из семи основных NP-полных задач доказать NP-полноту задачи ? Наибольший общий подграф. Заданы два графа G1 = (V1, E1), G2 = (V2, E2) и число K. Существуют ли такие подмножества E'1 I E1 и E'2 I E2, что | E'1| = | E'2| ? K, а подграфы G'1=(V1, E'1) и G'2 = (V2, E'2) изоморфны?? .
54. Путем сведения к одной из семи основных NP-полных задач доказать NP-полноту задачи ? Доминирующее множество. Заданы граф G = (V, E) и число K, K ? | V| . Существует ли такое подмножество V'I V, что | V'| ? K и каждая вершина v I V\ V' соединена ребром по крайней мере с одной вершиной из V'?? .
55. Путем сведения к одной из семи основных NP-полных задач доказать NP-полноту задачи ? Минимум суммы квадратов. Заданы конечное множество N, размер si для каждого i I N и числа K и J. Могут ли элементы из N быть разбиты на K непересекающихся множеств N1, ..., NK, таких, что ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAH0AAAA1AQAAAABE8NmJAAAAAmJLR0QAAKqNIzIAAAAMY21QUEpDbXAwNzEyAAAAB09tt6UAAAFVSURBVDjLndKxTsMwEAZgTzAiNiSGPAJiQ0LgR2Fk7MDQSrTxwAALdO2EX6NbumVgyCMkUoYuSCHqkBo3Pv5riOqEoUCy2J/Pd/YlgrrPWvwD3Hk/YtCHm71w1IfbPtz9LLvikfUOVvCo9iDhkfMg3Q7HqoGFCHQmUPsyaiAnLUveJb+hpFSuOa8GZOMLscbahrdrRcrYudgoJ50EvKKQsTOxnQaA56gmY2aCAsCUHulJWjI0FzQFxDQEVoCRoBiQE0chwuGkOaAkjbduoAJYipXmKjWgQHiFHJpwDr5cCihoqLj0m0PSCGspHShJmYwZFADXUKptIfcDk7AFtK7gboVtxywVVY3aVy1UlFhLy13XuX0f4nD3XRaAzIf9f5DFqVQe+xFoqCm8iIeIwhMPVhS5yeegGzE6PesmvbcvXZjYxIfAXR+/++D9LgzLPtAvwfzh+l/zKP1BITG6fgAAAABJRU5ErkJggg==)? .
56. Путем сведения к одной из семи основных NP-полных задач доказатьNP-полноту задачи ? Минимизация веса невыполненных заданий. Заданы конечное множество N заданий, число K, а также для каждого задания i I N длительность ti, вес wi и директивный срок fi. Существует ли однопроцессорное расписание (без прерываний) r для заданий из N, такое, что ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAF0AAAAnAQAAAABFs3nJAAAAAmJLR0QAAKqNIzIAAAAMY21QUEpDbXAwNzEyAAAAB09tt6UAAADVSURBVCjPldA9CsIwFAfwHsHRrYNHcBEcOjp6BAcPUJwsiOQC3sEzeIIICi4eQbE42M1QCrby2vd8SRPaoYMNhOTHP3n58Khphfc3jl4LSVlPBxEjQz0H3Ojka5DjWqNepTDUQIEjnx64MKUDGkuS6FtMBQmcG+zpIDiZGUjaEe9ZGgi6AldbmWpEN31OpFER3YGgGE4YwOsyd1ENcMixhZh72vm4/r+Tm6FJlAKLzwkuWWqRKFCVS/J3rLYgLTjJXPI8wytMA1sN9btlF0r+Ugr6XPQHMDiw7EfpP8sAAAAASUVORK5CYII=), где ri - момент начала выполнения задания i I N??.
57. Путем сведения к одной из семи основных NP-полных задач доказать NP-полноту задачи ? Многопроцессорное расписание с учетом затрат на прерывания. Заданы конечное множество N заданий, число одинаковых процессоров m, а также для каждого задания i I N длительность ti и директивный интервал [bi, fi]. Существует ли m-процессорное допустимое расписание (прерывания допускаются) при условии, что каждое прерывание и переключение с одного процессора на другой требует дополнительно t > 0 единиц процессорного времени?? .
58. Путем сведения к одной из семи основных NP-полных задач доказать NP-полноту задачи ? Упаковка в контейнеры. Заданы конечное множество N предметов, размер si каждого предмета i I N, вместимость B контейнера и число K. Существует ли такое разбиение множества N на непересекающиеся подмножества N1, ..., NK, что для всех![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEgAAAApAQAAAAC+PlIVAAAAAmJLR0QAAKqNIzIAAAAMY21QUEpDbXAwNzEyAAAAB09tt6UAAAC3SURBVCjPjc+xDcIwEAXQkyjYgiyClBEYJSPcBrABdAxARYHkIoVLRnCkFCkDonAsjD9nxXZFJNz46ds+3xHyol8KRDmrfNYhxL2rCTpidIbQRxl3JzyjVNSEicFRni0HTBUh1C9IpqRs5dI9KN/I20Ek96SeKMA2gNOEDx47v+7k7Vv+mjuwRWORAetZKnDqlIjLHLw8pQ3bcnrMWbtPGtQ5Z6tLFl9NkrqlrG83p1LZ/Kl6sasvHIJOcfV0yqoAAAAASUVORK5CYII=) j=1, ..., K?? .
59. Путем сведения к одной из семи основных NP-полных задач доказать NP-полноту задачи ? Интеграл от произведения косинусов. Задана последовательность целых чисел a1, a2, ..., an. Верно ли, что ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJ0AAAA1AQAAAABzEtT4AAAAAmJLR0QAAKqNIzIAAAAMY21QUEpDbXAwNzEyAAAAB09tt6UAAAFcSURBVDjLpdKxTsMwEAbgPAGdGVAfoyzIEgvPwcSIRIemdWgGho5dmejIK6CCGhA7HZhL1DJ0qJCRMiTBFx/X1rElxwMSGSz502/f5ZIAm08R/BM/fbjwYbX04bsH5QbV2MV8g3Dp4hclhYsvCw/S4sMSzuptajC3GWFwbTE3KIIg1igNzidQJ8sa5xMP3mukygKQLoLQYkJ1QBHK4wBZ26DcJeWDRdpWENParXE0eo3Y8gjC87bKbjX2ulOeyAh6PH7ualRX/I4nBcBFiLJOKtV/GzIAWEdok8P+6nq2R5FtC1GfasCn/OkngvUgTqVG7PDH/iw/KbIO2ze/Hch4dBMerA7L79P27jWZnlKiUJrRMWEwzwzmekoKhZk8k3qeENtvxCo7ZPM1GVpEi60idrBknl+xjOkmN0k1UblIy0fLRUXVG8er1JMkTPGvOFasic3mvegcNc3/A38BCj/ACW5or6UAAAAASUVORK5CYII=)?? .
60. Задачи с числовыми параметрами. Псевдополиномиальный алгоритм решения задачи о разбиении.
61. Псевдополиномиальный алгоритм решения задачи о рюкзаке.
62. Псевдополиномиальный алгоритм решения задачи ? расписание для многопроцессорной системы без прерываний с фиксированным числом процессоров? .
63. Алгоритм решения задачи составления допустимого расписания с прерываниями для многопроцессорной системы с учетом затрат на обработку прерываний.
64. NP-полнота в сильном смысле. Псевдополиномиальная сводимость. Методы доказательства сильной NP-полноты.
65. Доказать, что задача ? упорядочение внутри интервалов? является NP- полной в сильном смысле.
66. Доказать, что задача ? многопроцессорноле расписание без прерываний? является NP- полной в сильном смысле.
67. Доказать, что задача коммивояжера является NP- полной в сильном смысле.
68. Сводимость по Тьюрингу. NP-трудные задачи.
69. Доказать, что задача ? К-е по порядку множество? является NP-трудной.
70. Доказать, что оптимизационные варианты семи основных NP-полных задач являются NP-эквивалентными.
71. Доказать, что оптимизационная задача коммивояжера является NP-эквивалентной.
72. Приближенный алгоритм решения задачи ? упаковка в контейнеры? с оценкой RA <2.
73. Доказать, что если P ? NP, то не существует полиномиального приближенного алгоритма решения задачи о рюкзаке с оценкой ? A(I) - OPT(I)? ? K.
74. Доказать, что если P ? NP, то не существует полиномиального приближенного алгоритма решения задачи о максимальном независимом множестве с оценкой ? A(I) - OPT(I)? ? K.
75. Приближенный алгоритм решения задачи коммивояжера с оценкой RA < 1.5.
76. Приближенный алгоритм решения задачи ? многопроцессорное расписание без прерываний? с оценкой RA <2.
77. Метод ? ветвей и границ? для решения задачи ? многопроцессорное расписание без прерываний (случай различных процессоров)? .
78. Метод ? ветвей и границ? для решения задачи распределения нескладируемых ресурсов на сети.
79. Метод ? ветвей и границ? для решения задачи коммивояжера.
80. Метод ? ветвей и границ? для решения задачи ? самый длинный путь? .
81. Приближенный алгоритм решения задачи о рюкзаке с временной сложностью O(n4/e ).
82. Сети Петри. Построение конечного дерева достижимости.
83. Матричная форма представления сетей Петри. Решение задачи о достижимости маркировки.
84. Моделирование вычислительных систем с помощью сетей Петри.
85. Представление конечных автоматов и графов вычислений сетями Петри.
86. Вероятностный метод построения детерминированного алгоритма приближенного решения задачи целочисленного линейного программирования.
87. Лемма Шварца. Рандомизированный алгоритм решения задачи об идентичности полиномов и задачи о паросочетаниях.